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Background Q,ELS

e About Us
e OSS Laboratories Inc.
e Specialized to Enterprise Infrastructures with Open Source Software.

e Focused to datacenter/carrier/service providers who operates 1,000 to >100,000
servers.

e Our strength
e Deep experience and knowledge about large scale infrastructure management.
e Cutting edge technologies about large scale system management.
e SRE (System Reliability Engineering) and ITIL enabled support.

e Develop open system management and operation automation framework
“OpenPIE".

CONFIDENATIAL



Various System management OSS tools 055

L aboratories

g = 1
lo cwn 0w X
1E> |88

V= o9 !
I 8 & Z N I
I & I
N — N il e -
I : : Job Controll JobScheduler '
: 2 N e e e e e e e e e e e e e e —— = —— -
W : Application
= I Framework
'8 | T m e - | But they work

Q | - | .
2 Ny Command operation Fabric | independently!

~ el —-—----C-C-TCTTTTTTToTTTIooo
™ =7 S Puppet/Chef |
: % § : : | Application Deployment 4 Ansible |

N B | P e e e e
b= i il
: % g : i | Network management pen Conté-ta C'I :

I

| Q| | | || =m——======= === = == = = = = = = =

Q | om mm mm ED Em EE ED D EE EE D Em EE Em EEm Em Em Em S -~
I ( - - 1
@ g, Configuration openQRM
- b ‘ Docker !

- . : , :
I g : 1| Installation 4 Kubernetes |
| H Resource \ G'UStce;‘Fﬁ |
! Ll management XtreemFs |
I A e . J

1\ 1



Open Programmable
Infrastructure Environment
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OpenPIE Overview

e All components must be communicate via API

e All components must be loose coupling (independent and able to
scale out)

e As a result, all components should be pluggable

e But, CMDB is the core of all components, that means all
components need a single repository of configuration items

e We chose CMDBUuild as a core repository why;
e Open Source
e Multi lingual
e Pre-configured with workflow, document repository, etc.
e All functions can be "Programmable”
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Customers: Datacenter #READ\%‘"M

Datacenter
e Provides private hosting with < 10,000 configuration items

e Their goal is to automate inventory and configuration management

e Also need to integrate with monitoring systm
e Using “Open-Audit” for inventory management and connect to CMDBuild
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Customers: Telco Carrier o 2""“

e KDDI

e Manage internal infrastructure for their hosting service over < 10,000
configuration items

e They need to consolidate their fragmented information of their assets

e They need up-to-date information about asset status and related contracts such
as maintenance, license

e Using “Open-Audit” for inventory management and connect to CMDBuild
Ready2Use
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Customers: Telco Carrier B - 2u.'ld

Manage R&D/Test/QA infrastructure for their service over < 10,000
configuration items

They need to consolidate their fragmented information of their
assets

They need up-to-date information about asset status and related
contracts such as maintenance, license

Integrate with Open-AudIT inventory collectors and their internal
business systems

Build their own front-end WEB-UI using CMDBuild API

CONFIDENATIAL 8



Customers: Telco Carrier C  “gp uild

Manage internal business operation infrastructure for their service
over < 40,000 VMs spread over multi sites

Thelir infrastructure is build on VMware and Openstack

They need to consolidate their fragmented information of their
assets

They need up-to-date information about asset status and related
contracts such as maintenance, license

Tecnoteca/OSSL is developing vCenter/VSAN/NSX/Openstack
connectors

Build their own front-end WEB-UI using CMDBuild API
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